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Abstract

In this paper, I have tried to make a study to solve the problem of handling the load. Then, on the basis of the studies made we try to find out the best solution. An algorithm is then designed which covers the theoretical aspects explaining the details of how the load will be handled in our approach.

The implementation of the prescribed approach needs a lot of research and time as many aspects regarding the implementation, need to be carefully handled. But due to time constraints and limited knowledge -- in the implementation part, we just aim to propose a prototype scalable web server consisting of a load-balanced cluster of hosts that collectively accept and service TCP connections.

Lastly, I have evaluated the load testing concepts and analyze the performance of the web servers. Various parameters effecting the response time are summarized. Graphs and result generated later helped in verifying the results obtained in the theoretical studies.

Introduction

A scalable Web-server system needs to appear as a single host to the outside world, so that users need not be concerned about the names or locations of the replicated servers and they can interact with the Web system. This architecture provides scalability and transparency but requires some internal mechanism that assigns client requests to the node which in that moment can provide, possibly, the minimum response time.

DNS-dispatcher based systems can easily scale from locally to geographically distributed Web-server systems and are also used in other related distributed architectures, such as Content Delivery Networks. However, dispatching requests through the DNS has three problems that prevent load balancing among the Web nodes: routing decisions are content-blind, the different amount of load coming from various Internet regions may easily overload some Web nodes, and the address caching mechanism in the DNS causes the large majority of client requests to skip the A-DNS for address resolution, to the extent that the DNS dispatcher of a popular Web site controls only a small fraction of the requests reaching the Web site. These issues have been addressed through sophisticated DNS dispatching policies working on the TTL, or multiple tiers of proprietary name servers combined with very low values (few seconds) for the TTL.

We also examine an alternative solution that integrates the first-level request dispatching carried out by the A-DNS through a simple stateless algorithm (e.g., round-robin) with some distributed redirection mechanism managed directly by the Web nodes. We also need to recognize that load balancing goals are of key importance for the system administrator, but are worth for the user only if they contribute to reduce the response time.

Several circumstances call for load testing. Suppose, for instance, that you anticipate a significant traffic increase to your site following a marketing campaign. In place of what is now a peak of 3,000 session starts per hour, you’re expecting twice that. Currently, your dial-up customers experience an average 6.5-second response time on search requests, the most critical e-business function. What will be the response time when the site’s load increases to 6,000 sessions per hour? As another example, suppose that you’re adding new functionality to the site or redesigning Web pages. You must know how this will affect response time before your customers find out; doing so lets you detect potential performance problems and fix them before they occur. Another good time to perform load testing is when you plan to implement IT infrastructure changes.

Methodology

How Load Testing Tool Works:

The load generator mimics browser behaviour: It continuously submits requests to the Web site, waits for a period of time after the site sends a reply to the request (the think time), and then submits a new request. The load generator can emulate thousands of concurrent users to test Web site scalability. Each emulated browser is called a virtual user, which is a key load-testing concept. A load test is valid only if virtual users’ behaviour has characteristics similar to those of actual users. You must therefore ensure that your virtual users:-

1. Follow patterns similar to real users
2. Use realistic think times,
3. React like frustrated users, abandoning a Web session if response time is excessive.

Failure to mimic real user behavior can generate totally inconsistent results, because customers who abandon a session use fewer site resources than those who complete it.
Testing Parameters and Results

Several circumstances call for load testing. Suppose that you’re adding new functionality to the site or redesigning Web pages. You must know how this will affect response time before your customers find out; doing so lets you detect potential performance problems and fix them before they occur. Another good time to perform load testing is when you plan to implement IT infrastructure changes. You can use load testing to predict your Web site’s performance at any load level by simply increasing the number of virtual users until you achieve the desired load. However, running load tests for numerous values with numerous virtual users can be time consuming and expensive. Consider a scenario in which several virtual users submit requests to a Web site, and let \( N_{VU} \) = number of virtual users.

\( N_C = \text{number of concurrent requests a Web site is processing.} \)

\( Z = \text{average think time, in seconds.} \)

\( R = \text{average response time for a request, in seconds.} \)

\( X_0 = \text{average throughput, in requests per second.} \)

Using the Response Time law, we get the following relationship:

\[
R = \frac{N_{VU}}{X_0} - Z. \tag{1}
\]

A Web site’s throughput is a function of the load level — the number \( NC \) of concurrently executing requests - and the service demands these requests make on individual site resources (processors, storage devices, and networks, for example). We define a request’s service demand — \( D_i \) — at resource \( i \) as the average total time the request spends receiving service from the resource. This time does not include queuing time, and is therefore independent of the load level. Given this, we can write that

\[
X_0(N_C) = f(D_1, D_2, \ldots, D_K, N_C) \tag{2}
\]

to indicate that throughput is a function of load level and the service demands on a Web site’s \( K \) resources. Because the same is true for response time, we can write that:

\[
R(N_C) = g(D_1, D_2, \ldots, D_K, N_C). \tag{3}
\]

So, combining equations 1-3, we get

\[
N_{VU} = \left[ R(N_C) + \sum Z \right] + X_0(N_C). \tag{4}
\]

We can now use either an analytic or simulation model to predict response time and throughput for different values of the \( NC \) load level, and use equation 4 to estimate the number of virtual users we need to generate a given value of \( NC \).

Load-testing tools are quite useful here. They can, for example, generate scripts for a few virtual users to measure service demands, which are load-independent. You can then use the service demands as input parameters to performance models.
Workload intensity typically measured in session starts per hour.

- **Workload mix**, described by the scripts, which define typical sessions and what customers do in each session type.
- **Customer behavior parameters**, including abandonment threshold and think time.

Typical load test results include:
- Number of completed and abandoned sessions per hour, as a function of the number of started sessions per hour.
- Revenue and potential lost revenue throughput, as a function of the number of sessions started per hour.
- Individual page download times and transaction completion times versus the number of sessions started per hour.
Conclusion

We provide taxonomy of the redirection schemes in distributed Web systems including centralized vs. distributed control algorithms for the activation of the mechanism, for the localization of the destination nodes, and for the selection of the requests to be redirected. These control policies can be based on local, partial or global state information. A thorough investigation has led to the proposal of centralized and distributed schemes that not only achieve good results, but also guarantee stable performance. The stability of performance under different system scenarios is crucial when considering real systems that operate in the extremely variable Web environment. Even the DNS round-robin dispatching that performs very poorly under skewed request load, when combined with a distributed redirection mechanism carried out by the Web nodes, can achieve good and stable performance with percentages of redirections lower than 15%.

By comparing fully centralized, fully distributed and hybrid control schemes, we have found that in some cases, a distributed redirection algorithm may achieve slightly worse performance than the best centralized alternatives, but it has three major advantages that make its use preferable: it is easier to implement, imposes much lower computational and communication overheads, and allows the use of content-aware redirection policies that are gaining so much importance in the Web.

At last, we hope that our inferences may prove to be successful on practical implementation and may help in solving the problem of load balancing.

Advantages of Load Sharing on Web Servers

Pros and Cons of different types of Load Balancing:

Server load balancing is only one of many ways to accomplish the goal of multiple servers responding as one. Let's look at some different possibilities, and the pros and cons of each:

DNS load balancing
As the name implies, balancing is done with DNS. A single name resolves to multiple other names or IP addresses. These real names or IP addresses are then hit in a round-robin manner.

Pro:
- Very simple to configure and understand.

Cons:
- No intelligence other than round-robin.
- No way to guarantee connection to the same server twice if needed (sticky connections).
- DNS cannot tell if a server has become unavailable.
- Load may not be evenly distributed, as DNS cannot tell how much load is present on the servers.
- Each server requires a public IP address, in the case of publicly available web servers.

Bridged load balancing
Load balancing at layer two, or bridged load balancing, is a very simple model. A virtual IP address is created in the same IP network as the real servers. Packets destined for the virtual IP address are forwarded to the real servers.

Pros:
- Can be inserted into an existing network, with no additional IP networks required.
- Possibly easier to understand for simple networks.
- Usually less expensive than a routed model.

Cons:
- Layer-2 issues including loops and spanning-tree problems can arise if the solution is not designed carefully.
- Can be harder to understand for people used to layer-3 environments.
- Usually limited to a single local network.

Routed load balancing
Load balancing at layer three, or routed load balancing, is slightly more complex than bridged load balancing. In this model, the virtual IP address exists on one network, while the real servers exist on one or more others.

Pros:
- Expandability. Routed models allow for the real servers to be geographically diverse. The possibilities here are almost limitless.
- Easier to understand for people used to layer-3 environments.
- No spanning-tree issues.

Cons:
- Layer-3 load balancing can be costly.
  The CSM-S module for the 6500
switch is one of the most expensive modules Cisco produces.

- Requires network design and additional IP address space to implement. Because the real servers must be on a different broadcast domain from the virtual server, a routed load balancer cannot be dropped into an existing flat network without redesigning the network.
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