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Abstract 

Data mining is a growing area of research that complements with many disciplines such as Artificial 

Intelligence (AI), databases, statistics, visualization, and high-performance and parallel computing[44]. The 

goal of data mining is to turn data that are facts, numbers, or text which can be processed by a computer into 

information andknowledge[8]. Nowadays, the health care relies on data very much. Therefore, this paper aims 

to understand about data mining and its importance in medical systems.The goal of studying data mining 

techniques for the diagnosis and prognosis of various diseases is to identify the well-performing data mining 

algorithms used on medical databases. The following algorithms have been identified: Decision 

Trees,Artificial neural networks and their Multilayer Perceptron model, Naïve Bayes. Analyses show that it is 

very difficult to name a single data mining algorithm as the most suitable for the diagnosis and/or prognosis of 

diseases. At times some algorithms perform better than others, but there are cases when a combination of the 

best properties of some of the algorithms mentioned above together results more effective. 

Keywords:Data Mining, Decision Tree (DT), Artificial Neural Network (ANN), Naïve Bayes, Healthcare 

Database, Diagnosis. 
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Abstract—Data mining is a growing area of 

research that complements with many 

disciplines such as Artificial Intelligence 

(AI), databases, statistics, visualization, and 

high-performance and parallel 

computing[44]. The goal of data mining is to 

turn data that are facts, numbers, or text 

which can be processed by a computer into 

information andknowledge[8]. Nowadays, 

the health care relies on data very much. 

Therefore, this paper aims to understand 

about data mining and its importance in 

medical systems.The goal of studying data 

mining techniques for the diagnosis and 

prognosis of various diseases is to identify 

the well-performing data mining algorithms 

used on medical databases. The following 

algorithms have been identified: Decision 

Trees,Artificial neural networks and their 

Multilayer Perceptron model, Naïve Bayes. 

Analyses show that it is very difficult to 

name a single data mining algorithm as the 

most suitable for the diagnosis and/or 

prognosis of diseases. At times some 

algorithms perform better than others, but 

there are cases when a combination of the 

best properties of some of the algorithms 

mentioned above together results more 

effective. 

Keywords:Data Mining, Decision Tree 

(DT), Artificial Neural Network (ANN), 

Naïve Bayes, Healthcare Database, 

Diagnosis. 

1. Introduction 

Data mining is the process of analyzing and 

summarizing data from different 

perspectives and converting it into useful 

information. In a large database, data mining 

is used to find out patterns to extract hidden 

pieces of information [2][46]. Data mining 

is defined as ―a process of nontrivial 

extraction of implicit, previouslyunknown 

and potentially useful information from the 

data stored in a database‖ [1][47].The data 

mining processes include formulating 

ahypothesis, collecting data, performing 

preprocessing,estimating the model, and 

interpreting the model and draw 

theconclusions. 

 
Fig.1 The Data Mining Process [3] 

 

Healthcare databases have a huge amount of 

data but however, there is a lack of effective 

analysis tools to discover the hidden 

knowledge [11].Appropriate computer- 

based information and/or decision support 

systems can help physicians in their work.  

Efficient and accurate implementation of an 

automated system needs a comparative 

study of various techniques available[10]. In 

this paper an overview of the current 

research being carried out using the DM 

techniques for the diagnosis and prognosis 

of various diseases[53]. The rest of this 

paper is organized as follows: First different 

data mining techniques that can be used to 

classify the data is explained then identify 
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the most used algorithms for disease 

diagnosis and prognosis, and finally 

conclusions is shown. 

2. Data mining technique used for 

classification of data   

2.1 Neural Networks 

An artificial neural network (ANN), often 

just called a "neural network" (NN), is a 

algorithmic based model or mathematical 

and computational model based on 

biological neural network[5][48]. An (ANN) 

artificial neural network, also called a neural 

network, is a mathematical model based on 

biological neural networks [9]. A neural 

network consists of an interconnected group 

of artificial neurons. Neural networks are 

used to model complex relationships 

between inputs and outputs or to find 

patterns in data. 

 
Fig2: Framework of Neural network 

containing three layers [9] 

It maps a set of input data onto a set of 

appropriate output data [4] .It consists of 3 

layers input layer, hidden layer & output 

layer. There is connection between each 

layer & weights are assigned to each 

connection. The primary function of neurons 

of input layer is to divide input xi into 

neurons in hidden layer. Neuron of hidden 

layer adds input signal xi with weights wji 

of respective connections from input layer. 

The output Yj is function of  

Yj = f (Σ wji xi)  

2.2 Decision Tree 

The decision tree is a powerful classification 

algorithm that is popular in the information 

systems [9]. The decision tree is performed 

with separate recursive observation in 

branches to construct a tree for prediction. 

The splitting algorithms – i.e. Information 

gain (used in ID3, C4.5, C5), Gini index 

(used in CART), and Chi-squared test (used 

in CHAID) – are used to identify a variable 

and the corresponding threshold, and then 

split the input observation into two or more 

subgroups [9][50]. The steps are repeated 

until a complete tree is built as 

 
Fig.3: A Decision Tree [3] 

 

 

2.3 Naïve Bayes 

In probability theory, Bayes' theorem (often 

called Bayes' law after Thomas Bayes) 

relates the conditional and marginal 

probabilities of two random events. It is 

often used to compute posterior probabilities 

given observations [5][51]. For example, a 

patient may be observed to have certain 

symptoms. Bayes' theorem can be used to 

compute the probability that a proposed 

diagnosis is correct, given that observation. 
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Fig.4: A Representation of a Bayesian 

Classifier Structure [21]. 

The structural model is represented as a 

directed graph where the nodes represent 

attributes and arcs represent attribute 

dependency. 

 A Naïve Bayes classifier assumes that the 

presence (or absence) of a particular feature 

of a class is unrelated to the presence (or 

absence) of any other feature. For example, 

a fruit may be considered to be a tomato if it 

is red in color, round in shape, and about 3" 

in diameter. This classifier takes all these 

features to contribute independently to the 

probability that this fruit is a tomato, 

whether or not they're in fact related to each 

other or to the existence of the other 

features. 

The Bayes theorem is as follows: 

 Let X={x1, x2,.....,xn} be a set of n 

attributes. In Bayesian, X is considered as 

evidence and H be some hypothesis means, 

the data of X belongs to specific class C[10]. 

To determine P (H|X), the probability that 

the hypothesis H holds given evidence i.e. 

data sample X. According to Bayes theorem 

the P (H|X) is expressed as 

 P (H|X) = P (X| H) P (H) / P (X) 

As Naïve Bayes classifiers depends on the 

precise nature of the probability model , so it 

can be trained very efficiently in a 

supervised learning setting [3]. Here 

independent variables are considered for the 

purpose of prediction or occurrence of the 

event. It has been shown that Naïve Bayes 

classifiers often work much better in many 

complex real world situations [6]. 

An advantage of the Naïve Bayes classifier 

is that it requires a small amount of training 

data to estimate the parameters (means and 

variances of the variables) necessary for 

classification. 

2.4 Support Vector Machine 

The Support Vector Machine (SVM) is a 

classification algorithm in statistical learning 

theory [13]. It can provide accurate models 

because it can capture nonlinearity in the 

data. The classification tasks are performed 

by maximizing the margin separating both 

classes and minimizing the classification 

errors [13]. The training of SVM involves 

the optimization of a convex cost function 

where the learning process is not 

complicated by local minima [14]. The 

testing used the support vectors to classify a 

test dataset and the performance is based on 

error rate determination [14]. For a training 

set of l samples, the learning procedures are 

as the followings [15]: 

 

 

 
The yi is the label of the ith sample xi [15]. 

The ai is the Langrangian multiplier of xi. 

The C is the upper bound of ai and K(xi,xj) 

is the kernel. The samples with a > 0 are 
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called support vectors [12]. The decision 

function is as follow, where ns is the number 

of support vectors [15] : 

 
 

 

 

3.Literature Review 

There are different kinds of studies for DM 

techniques in medical databases. We 

identify the following categories: 

1. Studies that summarize reviews and 

challenges in mining medical data in general 

[16], [24], [25], [31], [32] 

2. Studies of DM techniques used for 

diagnosing and/or prognosing of specific 

diseases, which can be further classified into 

three other categories: those which use DM 

techniques for disease diagnosis 

[3],[7],[9],[14],[22],[37],[27] for disease 

prognosis [4],[10],[26],[29],[42],[43],[45] or 

both diagnosis and prognosis.[13],[36]  

3. Studies to investigate factors which have 

higher prevalence of the risk of a disease 

[5],[12],[28] 

4. Studies that present new technologies and 

algorithms [18-21], [40], [41] and studies 

that present new techniques improving old 

ones, such as [8],[11],[30],[39] 

5. Studies that present new frameworks, tool 

and applications in medicine and healthcare 

system [2],[15-17],[23],[33-35],[38] 

4.Application Of Data Mining In Medical 

Systems 

The reliance of health care on data is 

increasing[16].Medical researchers, 

physicians, and health care providers face 

the problem to use stored data efficiently 

when more medical information systems 

with large database are used [16]. The 

medical information system databases 

contain many data such as patient records, 

physician diagnosis, and monitoring 

information where the data has been useful 

in many medical decision support systems to 

save lives [15]. 

A medical decision support systems are 

systems that help in the decision making 

process in the medical domains such 

Clinical Decision Support Systems (CDSS), 

medical imaging, and Bioinformatics [15]. 

The contributions of these systems are to 

reduce medical errors and costs, earlier 

disease detection, and to achieve preventive 

medicine [15]. The advantages of using 

computerized CDSS are the decision support 

systems can help to manage overloaded data 

and turn them into knowledge, reduce the 

complexity of the work such as automatic 

complex workflows, and help to identify 

obese children while reducing the errors, 

time, and variety of practices [15]. 

Continuous usage of the information 

systems result to the size of the database 

increasing. Therefore the usage of 

knowledge discovery and data mining in the 

database (KDD) for the growing databases is 

important. KDD attempts to gather 

knowledge by identifying relations from the 

data sets to help predictions [15]. KDD 

utilization is increasing in medical 

informatics and researchers have used it in 

many areas such as statistics, machine 

learning, intelligent databases, data 

visualization, pattern recognition, and high 

performance computing [17, 18]. 

The data mining has been used in the 

medical domain for other purpose like to 
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improve the decision making such as 

diagnostic and prognostic problems in 

oncology, liver pathology, 

Neuropsychology, and Gynaecology [19]. 

For better data analysis and decision 

support, data mining and decision support 

can be integrated [20]. The task of detecting 

associations between risk factors and 

outcomes in the medical area is a difficult 

work even for experienced biomedical 

researcher or health care manager [6]. Data 

mining usage has helped clinicians to 

improve their health service by assisting in 

detecting regularities, trends, and 

unexpected events from the data [16].The 

usage of data mining tools with advanced 

algorithms are popular for pattern discovery 

in biological data [3]. The biological 

problems include protein interactions, 

sequence and gene expression data analysis, 

drug discovery, discovering homologous 

sequences or structure, construction of 

phylogenetic trees, gene finding, gene 

mapping, and sequence alignment [3]. 

Machine learning was not fully accepted in 

the medical community because medical 

practitioners feel that their work is more 

complicated using such tools [22]. For an 

example, different models used in healthcare 

applications have a different explanation 

especially for model-specific methods [22]. 

Therefore, important things that must be 

considered when developing an application 

for medical practitioners are simplicity and 

the way of explaining the decisions. Simple 

techniques used for medical predictions 

have shown reasonable results [23]. Another 

challenge is that the systems must able to 

present discovered knowledge in an easy 

and fast manner [16]. 

The data that can be captured by a patient 

record are classified in three groups: a 

structured data, semi-structured data, and 

unstructured data (Figure 6) [22]. Data 

mining and knowledge discovery techniques 

and tools based on rule induction are 

important to analyze the growing size of 

clinical data. 

 

 
Fig.5: Data That Can be Captured From a 

Patient Record [16]. 

5 Well-performing DM algorithms used 

for disease diagnosisand prognosis 

The graphs in Figures 6 and 7 show the most 

well-performing algorithms used fordisesase 

diagnosis and prognosis 

respectively.Diseases in Heart Diseases are 

classified (Cardiovascular disease, Heart 

Attack, Coronary Arthery Disease, 

Hypertension)[7][49], Cancer Diseases 

(Breast, Prostate, Pancreatic Cancer) and 

Other Diseases (Asthma, Diabetes, 

Hepatitis, Kidney Disease, Nerve Diseases, 

Chronic Disease, Skin Diseases)[3]. 

As we can see in Fig.4, ANNs are the most 

well-performing in diagnosing 

CancerDiseases, Bayesian Algorithms and 

Decision Trees in Heart Diseases, and DTS 

indiagnosing other diseases.  
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Fig.6 Efficient Algorithms for Disease 

Diagnosis[3] 

On the other side in Fig. 5 it can be seen that 

for Cancer and Heart Disease Prognosis[52], 

ANNs are the most well-performing and 

also Bayesian Algorithms the most well-

performing in Heart Diseases Prognosis. 

 

.Fig.7Efficient Algorithms for Disease 

Prognosis[3] 

6. Conclusions 

In this paper it is identified and evaluated 

that the most commonly used DM 

algorithmsresulting as well-performing on 

medical databases, based on recent studies. 

The following algorithms have been 

identified: Decision Trees (DT’s), Artificial 

neural networks (ANNs) and their 

Multilayer Perceptron model, Bayesian 

Networks and Naïve Bayes. Analyses show 

that DTs, ANNs and Bayesian Algorithms 

are the most wellperforming algorithms used 

for disease diagnosis, while ANNs are also 

the most wellperforming algorithms used for 

disease prognosis, followed by Bayesian 

Algorithms,DTs and Fuzzy Algorithms. But 

it is very difficult to name a single DM 

algorithm asthe best for the diagnosis and/or 

prognosis of all diseases. Depending on 

concrete situations, sometime some 

algorithms perform better than others, but 

there are cases when a combination of the 

best properties of some of the previously 

mentioned algorithms results more effective.  
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